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A. Richard Feynman:
Impact of logic/arithmetic and memory/IO
Compiler-generated execution graph

B. Ilya Prigogine:
Impact of energy, entropy, order, and optimization
Compiler-generated data separation

C. Daniel Kahneman:
Impact of approximate computing on precision
Compiler-controlled approx computing

D. Tim Hunt:
Impact of system latency on precision
Compiler-controlled system latency
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A. Whenever the Technology changes,
the Fundamental Paradigm of Computer Architecture
has to change, too. 

aSoG (not: FPGA)
B.  If several paradigms are available,

the most suitable paradigm for adoption
is the one most effective for modern Applications.

BrontoData (not: ExaBigData)

Is the von Neumann Paradigm still the most effective one?

A. MultiCores?
B. ManyCores? 3/60



Applications

Architecture

Technology

-Size
-Power
-Speedup
-Precision
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• Moving data off-chip will use 200x more energy than computing!

The Power Challenge

2015 2020
Double precision FLOP 100pj 10pj
Moving data on-chip: 1mm 6pj
Moving data on-chip: 20mm 120pj
Moving data to off-chip memory 5000pj 2000pj

7

The Data Movement Challenge

• Conclusion: We are getting close to the Feynman Asymptote!
• Important: Power and speed could be traded!

• Moving data in 1940s was using 1/60x ...

State of the Art in Technology Today
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The Maxeler Technology Vision: 
MultiScale DataFlow

qThinking in space 
rather than in time

qDifficult change in mindset 
to overcome

qTransformation of data 
through flow over time

qInstructions are parallelized 
across the available space

Flow
 / Tim

e

Space

8/60
Optimal Solution: Execution Graph



� The Von-Neumann paradigm resembles an old wall clock

� The Feynman paradigm resembles lightning! Why? 9/60



von Neumann:
The Program Moves Data

Feynman:
The Program Configures Hardware
What moves data?
External sources till input.
Voltage difference through aSoG! 
Voltage difference moves the important stuff!
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11

Simulator builder
Hardware builder

2n+3

+ Tests
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The Maxeler Generic Architecture Application

Important: Supporting any CL and any OS!

aSoG



Nobel Laureate Ilya Prigogine:
Injecting Energy to Decrease Entropy!

Corollary:
Burning energy to split spatial and temporal
decreases the entropy of computing
and enables the DataFlow compiler
to create a maximally effective execution graph.

Final goal:
The execution graph with the minimal length of edges.
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1313/60
.max -> ASIC brings 30% to 50% in Speedup and Power,
at the expense of no reconfigurability and no flexibility!



� Intel acquired Altera
� Qualcomm and IBM teaming up with Xilinx

However:

C C C

OpenCL(I) OpenCL(A) MaxCompiler

Intel Altera Altera@MaxZ

1 X>>1 Y>>X
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� Invisible on the DataFlow Concept Level

� Invisible to DataFlow Programmers

� Visible to the MaxCompiler

� The MaxCompiler knows how to utilize them

Best protected by two aSoG (now FPGA) protection levels 

and two Vendor (e.g., Maxeler) protection levels!
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Publications of Interest for NanoAcceleration
========================================================================================================
1. Flynn, M., Mencer, O., Milutinovic, V., Rakocevic, G., Stenstrom, P., Trobec, R., Valero, M.,

Moving from Petaflops (on Simple Benchmarks) to Petadata per Unit of Time and Power (On Sophisticated Benchmarks),
Communications of the ACM (nano-acceleration), May 2013.

2. Trobec, R., Vasiljevic, R., Tomasevic, M., Milutinovic, V., Beiveide, M., Valero, M., 
Interconnection Networks for SuperComputing,
ACM Computing Surveys (nano-acceleration) , 2017.

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
3. Milutinovic, V., Tomasevic, M., Markovic, B., Tremblay, M.,

The Split Temporal/Spatial Cache: Initial Performance Analysis,
Proceedings of the SCIzzL-5, Santa Clara, California, USA, March 26, 1996, pp 72-78.

4. Milutinovic, V., Tomasevic, M., Markovic, B., Tremblay, M.,
The Split Temporal/Spatial Cache: Initial Complexity Analysis,
Proceedings of the SCIzzL-5, Santa Clara, California, USA, September, 1996.

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
5. Milutinovic, V.,

A Comparison of Suboptimal Detection Algorithms Applied to the Additive Mix of Orthogonal Sinusoidal Signals,
IEEE Transactions on Communications, Vol. COM-36, No. 5, May 1988, pp. 538-543.

6. Milutinovic, V.,
Mapping of Neural Networks on the Honeycomb Architectures,
Proceedings of the IEEE, Vol. 77, No 12, December 1989, pp. 1875-1878.

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
7. Helbig, W., Milutinovic, V.,

The RCA's DCFL E/D MESFET GaAs 32-bit Experimental RISC Machine,
IEEE Transactions on Computers, Vol. 36, No. 2, February 1989, pp. 263-274.

8. Jovanovic, Z., Milutinovic, V., 
FPGA Accelerator for Floating-Point Matrix Multiplication,
IEE Computers & Digital Techniques (nano-acceleration), 2012, 6, (4), pp. 249-256. 
The IET 2014 Premium Award for Computing & Digital Techniques.

========================================================================================================

Feynman

Prigogine

Kahneman

Hunt

Inspired by:

Inspired by:

Inspired by:

Inspired by:
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Special Acknowledgements to: Simon Aglionby, Georgi Gaydadjiev, Itay Greenspon, and Nemanja Trifunovic

IF(2012)=3.80



IF (2007) = 15
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Essence: Feynman Enabled by Prigogine
• TALU possible at zero power (Arithmetic+Logic)
• TCOMM not possible at zero power (MEM+MPS)

PU

DM PM
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Essence: Feynman
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PU
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a DSL acting as a SuperSet of classical Java:
A. A vector of built-in domain-specific classes
B. Two sets of variables: SW + HW

MaxJ is a SubSet of OpenSPL,
created by the Imperial-Stanford-Tokyo-Tsinghua consortium.

Possible Future Mutations of OpenSPL:
MaxPython and/or MaxR
(lower Kolmogorov complexity)
MaxHaskel and/or MaxScala
(easier extension to approximate computing).

22/60

MaxJ, the Maxeler Java,



Note: Small approximations in one domain 
may bring large benefits in another domain

Example: Weather forecast

A 15-bit computational precision (rather than the 64-bit precision)
may decrease the forecast precision for only 2%,
and at the same time, 
may increase the grid precision 25 times,
and the forecast precision at grid intersections up to 104.

Easily doable in DataFlow, difficult to do in ControlFlow.
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Note: Small latencies in time domain 
may bring large benefits in precision domains

Example: Optimal utilization of internal DataFlow pipelines

Compiler optimizations create internal pipelines 
that experienced DataFlow programmers know how to utilize

24/60



Applications

Architecture

Technology

20-200 [Size]
20-200 [Power]
20, 200, 2000, 20000 [Speedup]
20+ [Precision]

25/60

20 [Size]
20 [Power]

20, 200 [Speedup]
20 [Precision]

Existing Maxeler-based publications: Ultimate aSoG-based future:



26/60

• Software Based Solution 
• Dataflow Computing in the Datacentre

The CPU
Conventional CPU cores and 

up to 6 DFEs with 288GB of RAM

The Dataflow Appliance
Dense compute with 8 DFEs, 
768GB of RAM and dynamic 

allocation of DFEs to CPU servers 
with zero-copy RDMA access

The Networking Appliance
Intel Xeon CPUs and 4 DFEs with 

direct links to up to twelve 40Gbit 
Ethernet connections

Maxeler Dataflow Appliance

1U: Good for Fog

40U: Good for Cloud

MicroMAX.5: Good for Dew (Edge Processing of IoT Data)



The Major Application Successes
• Finances:

• Credit derivatives
• Risk assessment
• Stability of economical systems
• Evaluation of econo-political mechanisms

•GeoPhysics:
• Oil&Gas
•Weather forecast
•Astronomy
• Climate changes

• Science:
• Physics
• Chemistry
• Biology
• Genomics

• Engineering: Synergy of all the Above (ML, etc...)
27/60



2828/60



2929/60

The know-how needed for deep security!
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Juniper for Online Trading

NASDAQ
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Seismic Imaging

• Running on MaxNode servers
- 8 parallel compute pipelines per chip
- 10x less power: 150MHz vs 1.5GHz
- 30x faster than microprocessors

An Implementation of the Acoustic Wave Equation on FPGAs 
T. Nemeth†, J. Stefani†, W. Liu†, R. Dimond‡, O. Pell‡, R.Ergas§

†Chevron, ‡Maxeler, §Formerly Chevron, SEG 2008
33/60



§ Equations: Shallow Water Equations (SWEs)

§ Atmospheric equations

Global Weather Simulation: Size is Relevant

[L. Gan, H. Fu, W. Luk, C. Yang, W. Xue, X. Huang, Y. Zhang, and G. Yang,  Accelerating solvers for 
global atmospheric equations through mixed-precision data flow engine, FPL2013] 34/60Tsinghua



Weather Model – Performance Gain

Platform Performance
()

Speedup

6-core CPU 4.66K 1
Tianhe-1A node 110.38K 23x
MaxWorkstation 468.1K 100x

MaxNode 1.54M 330x
14x
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Weather Model -- Power Efficiency 

Platform Power Efficiency
( )

Speedup

6-core CPU 20.71 1
Tianhe-1A node 306.6 14.8x
MaxWorkstation 2.52K 121.6x

MaxNode 3K 144.9x

9 x
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Weather and Climate Models: Precision

Which one is better?

Finer grid and higher precision are obviously preferred
but the computational requirements will increase è Power usage à $$

What about using reduced precision? (15 bits instead of 64 double precision FP) 
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Maxeler Running Smith Waterman
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Niederman-Wuensch
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Analysis of the Tensor Calculus Operations on DataFlow
(PhD Thesis by Miloš Kotlar, on DataFlow-based Machine Learning)

The speedup of 6.75x achieved as early as for KiloData (Perceptron),
with 10x less on-chip transistors and the power savings of 4.6x



Conditions for the Y-Chart-Based “Kernelization” of Loops @ML
(PhD Thesis by Nenad Korolija, on the Mapping of Algorithms onto DataFlow)

1. BigData (RAM vs. STREAM) O(n2)

2. Code reusability (WORO vs. WORM) +

3. Overall application tolerance to latency +

4. Over 95% of run time in loops ++

5. Reusability of the data in loops ++

6. Potential for utilization of pipes O(n)

Essentials for speedup:
algorithmic modifications,
pipeline utilization,
data choreography, 
decision making on precision



42/60appgallery.maxeler.com
http://www.mi.sanu.ac.rs/~appgallery.maxeler/
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45/60appgallery.maxeler.com
http://www.mi.sanu.ac.rs/~appgallery.maxeler/



webide.maxeler.com
https://maxeler.mi.sanu.ac.rs
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webide.maxeler.com
https://maxeler.mi.sanu.ac.rs
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MultiCore

DualCore?
Which way are the horses 

going?
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• Is it possible
to use 2000 chicken instead of two horses?

ManyCore

?
==

51/60
� What is better, real and anecdotic?



DataFlow

How about 2 000 000 ants?

Da
ta
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DataFlow

Big Data Input
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DataFlow

Big Data Input
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aSoG



Marmelade

DataFlow

Big Data Input

55/60

Results

aSoG

Bronto



An Edited Book Covering the Applications

q http://www.amazon.com/Dataflow-Processing-Volume-Advances-
Computers/dp/0128021349

q http://www.elsevier.com/books/dataflow-processing/milutinovic/978-
0-12-802134-7

Indexed by: WoS (SCI)
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Contributions welcome for the follow-ups: Vol. 102 + Vol. 104 + etc…

http://www.amazon.com/Dataflow-Processing-Volume-Advances-Computers/dp/0128021349
http://www.elsevier.com/books/dataflow-processing/milutinovic/978-0-12-802134-7


An Original Book Covering the Essence

q http://www.amazon.com/Guide-DataFlow-Supercomputing-
Concepts-Communications/dp/3319162284

q http://www.springer.com/gp/book/9783319162287
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The first source to use the term the Feynman Paradigm in contrast with the Von Neumann Paradigm

http://www.amazon.com/Guide-DataFlow-Supercomputing-Concepts-Communications/dp/3319162284
http://www.springer.com/gp/book/9783319162287


58/60Alibaba recently did the same!
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Intel says logic is faster than GPUs 

Alibaba recently claimed the same!



QoL
Maxeler is one of the Top 10 HPC projects
to impact QoL in the World :)

Scientific Computing
[www.scientificcomputing.com/articles/2014/11]

by

Don Johnson

of

Lawrence Livermore National Labs
[editor@ScientificComputing.com] 60/60

http://www.scientificcomputing.com/articles/2014/11


How About QoL?
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DataFlow

SW
HW
AW
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Essence of the Paradigm:
For Big Data algorithms 
and for the same hardware price as before, 
achieving:

a) speed-up, 20-200  
b) monthly electricity bills, reduced 20 times
c) size, 20 times smaller
d) precision, X times better

The major issues of engineering are: design cost and design complexity.
Remember, economy has its own rules: production count and market demand!
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• Factor: 20 to 200

Why is DataFlow so Much Faster?

MultiCore/ManyCore DataFlow

Machine Level Code

Gate Transfer Level
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• Factor: 20

Why are Electricity Bills so Small?

MultiCore/ManyCore DataFlow
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• Factor: 20

Why is the Cubic Foot so Small?

Data Processing

Process Control
Data Processing

Process Control

MultiCore/ManyCore DataFlow

66/60



• Factor: X

Why is the Precision Better?
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Successes of 2018 and 2019

Amazon AWS
Hitachi Cloud

BQCD
Quark Endorsed by Jerome Friedman

Special thanks to: Jerome Friedman, Dan Shechtman, Tim Hunt, and Sheldon Glashow



© H. Maurer
69vm@etf.rs

Q&A
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BQCD on a Maxeler Dataflow Computer
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⬥ Quantum Chromodynamics (QCD): models interactions of subatomic particles
⬥ Lattice QCD (LQCD): its discretisation, suitable for numerical computation
⬥ Berlin QCD (BQCD): most popular implementation of the LQCD algorithm
⬥ Conjugate Gradient (CG): Majority of the compute time (benchmark: 68%)

⬥ CG iteratively solves linear algebra problem of form Mx = b
⬥ Operator M contains Wilson-dslash and Clover operators

⬥ PROJECT TARGET 40x speedup of CG part of BQCD, 
followed by speedup of the entire application by 20x 
comparing same size boxes Dataflow vs BlueGene/Q

BQCD on a Dataflow Computer
Porting BQCD from BlueGene to a Maxeler Dataflow Computer
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Maxeler QCD - Deployment

⬥ Evaluate 64x64x64x64 problem, 5 MC steps, 200 HMC steps  Volume x TTS x ETS = 682

Maxeler QCD solution is deployed at Jülich Supercomputing 
Center, running on a Maxeler Dataflow system.

2 racks of Jülich BlueGene/Q 
machine

On-premise Maxeler Dataflow 
system: scale to 1PF equivalent

Factor

Volume 6.75 m3 0.87 m3 7.76

Overall Time to Solution 1576.60 s 689 s 2.29

Overall Energy to Solution 169.6 kWh 4.42 kWh 38.4

Volume x TTS 10,642.05 m3s 599.43 m3s 17.8
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Maxeler QCD on Amazon EC2 F1

The Maxeler QCD solution is now running on Amazon EC2 F1: 
Software portable from Maxeler Dataflow system 
to Amazon Cloud

⬥ Elastic computing: expand from on-premise to Cloud
⬥ Scale up computation as workload grows
⬥ Accelerated HPC as a service
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QCD Demo
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QCD Demo
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77subEdge: microMAX5



Purdue, IU, MIT, Harvard, Boston, NEU, Dartmouth, U of Massachusetts at
Amherst, USC, UCLA, Columbia, NYU, Princeton, NJIT, CMU, Temple U,
UIUC, Michigan, Wisconsin, Minnesota, FAU, FIU, Miami, Central Florida,
U of Alabama, U of Kentucky, GeorgiaTech, Ohio State, Imperial, King's,
Manchester, Huddersfield, Cambridge, Oxford, Dublin, Cork, Cardiff,
Edinburgh, EPFL, ETH, TUWIEN, UNIWIE, Graz, Linz, Karlsruhe, Stuttgart,
Bonn, Frankfurt, Heidelberg, Aachen, Darmstadt, Dortmund, KTH, Uppsala,
Karlskrona, Karlstad, Napoli, Salerno, Siena, Pisa, Barcelona, Madrid,
Valencia, Oviedo, Ankara, Bogazici, Koc, Istanbul, Technion, Haifa,
BerSheba, Eilat, Belgrade, Podgorica, Koper, Ljubljana, Maribor, Nova
Gorica, etc, etc. Also at the World Bank in Washington DC, IMF,
the Telenor Bank of Norway, the Raiffeisen Bank of Austria, Brookhaven
National Laboratory, Lawrence Livermore National Laboratory, IBM TJ
Watson, HP Encore Labs, Intel Oregon, Qualcomm VP, NCR, RCA, Fairchild,
Honeywell, Yahoo NY, Google CA, Microsoft, Finsoft, ABB Zurich, Oracle
Zurich, and many other industrial labs, as well as at Tsinghua University,
Shandong, NIS of Singapore, NTU of Singapore, Tokyo, Sendai, Seoul,
Pusan, Sydney University of Technology, University of Sydney, Hobart,
Auckland, Toronto, Montreal, Durango, MontereyTech, Cuernavaca, UNAM...
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