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INFN and Università degli Studi di Ferrara, Ferrara, Italy

Abstract

Energy efficiency is becoming more and more important in the HPC field; high-end processors are quickly
evolving towards more advanced power-saving and power-monitoring technologies. At the same time, low-
power processors, designed for the mobile market, attract interest in the HPC area for their increasing
computing capabilities, competitive pricing and low power consumption. In this work we compare energy
and computing performances of different architectures, including low-power and high-end HPC systems.
As a benchmark we use an HPC Lattice Boltzmann application which has been instrumented with several
software and hardware tools in order to monitor its power consumption while running on different systems.
We run this application on the ARM Cortex-A15 CPU [1] and on the GK20A GPU of a Tegra k1, as well as
on an ARM Cortex-A53 and on high-end systems such us Intel Haswell CPUs [2] and NVIDIA K80 GPUs.
Our analysis uses time-accurate measurements, obtained by a simple custom-developed current monitor [3]
and by hardware counters read by the PAPI library [4]. We discuss several energy and performance metrics,
evaluating the different energy-performance tradeoffs available on the tested architectures. In Fig. 1a we
show a typical plot of the measured power consumption of our benchmark with respect to the execution
time (in this case measured on a K80 GPUs), while in Fig. 1b we show a plot of the energy-to-solution
derived from several run performed with different hardware/software parameters (in this case changing
the GPU frequency). Such derived plots, produced for different hardware architectures, shed light on the
different trade-off opportunities between computing capabilities and energy efficiencies.
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