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Who are we? 



What do we do? 



• Annual average cost  ~£1bn 

 

• Summer 2007 floods  ~£3bn 

 

• One in six properties at risk 

 

• Climate change and development ►increasing risk 

Flood risk economics 



How much should we invest in flood 

protection? 

• Historically based on reaction to events 

 



• Economic case linked to reduction in risk ► need models 

 

How much should we invest in flood 

protection? 



• How does the ground slope?  

– Terrain data  

 

• How much water are we dealing with? 

– Precipitation data, river level data, sea level and wave data 

– Statistical models 

 

• Where does the water end up? 

– Computational hydraulics code 

Ingredients of a flood model 



• How does the ground slope?  

– Terrain data  

 

• How much water are we dealing with? 

– Precipitation data, river level data, sea level and wave data 

– Statistical models 

 

• Where does the water end up? 

– Computational hydraulics code 

Ingredients of a flood model 



Terrain data 

• Large scale data from RADAR and LIDAR (laser) surveys 

 

• Used to develop Digital Terrain Models (DTMs), i.e. height 

maps) 

 

• ±15 cm or better vertical accuracy 
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Mathematical model 

• Flood flow is controlled by ground slope, gravity and friction 

 

 

 

 

 

 



Computational implementation 

• Explicit solver depends on 

iteratively computing functions 

of data in adjacent cells 

  e.g. 
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Computational implementation 

• Structured 2D data 

• Repeated data access pattern 

and arithmetic operations 

 ► good for parallel 
processing 
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Scaling: physical domain ►model ► GPU 

• Typical calculation grid 

~1000 x ~1000 cells 

 

 

• Quasi-independent 

domains 



• Typical calculation grid 

~1000 x ~1000 cells 

 

 

• Quasi-independent 

domains 

~100 to ~1000  

AUs 

~100 to ~1000  

AUs 

1 – 6 Gb 1 – 6 Gb 

Scaling: physical domain ►model ► GPU 



JFlow software evolution 

• 2002 first prototype 2D flood inundation model (VBA) 

 

• 2003 – 2005 code runs on distributed network of PCs, x86 CPUs 

 

• 2005 first GPU code built in C, .Net and Direct X 

 

• 2009 GPU code built in C++ and CUDA 

 

• 2013 large GPU grid, multi-GPU nodes 

 



Performance 

 

 

 

 

 

• Benchmark results published 

 

• Typically x10 or better performance 

 

• Sometimes up to x100 



Large scale river floodplain models 

• UK national river flood mapping  

– 80,000 miles of river network length  

• France  

– 50,000 miles river network 

 

• UK dam-break flood risk analysis 

for over 1,000 dams in UK 

 

 
Ulley Reservoir,  

2007 



London ‘worst case’ flood 

• Highly detailed (2m x 2m) flood exposure “envelope” 

• 949 flood wall breaches or overtopping scenario models 

• Model domains ≈ 4,150 Km2  in total   

London (Westminster area detail)  

2m resolution model for 1/250 year storm 

surge and defence failure scenario with tidal 

barrier and flood walls breached. 



Scaling up per GPU node 

• GPU workstation now supports >100 million cells 

• Equates to 21 x 21 km (13 mi) on 2m LIDAR, enough to 

model a city 

 

Large systems: 

Fully 2D 

channel/floodplain 

model for California 

Central Valley 



National surface water flood risk maps 

Rain storm data from 

statistical models 

 

DTM 

 

Spatially variable infiltration 

 

Mosaic of 6 x 6 km 

model domains 



National surface water flood risk maps 

1 in 1,000 Depth 



National surface water flood risk maps 

 1 in 1,000 Depth 



Some headline numbers... 

• Data preparation: 7 months 

 

• Flood modelling: ~105,000 x 6Km x 6Km tiles 

modelled at 2m x 2m grid resolution in less than 6 

months including QA 

 

• Post-processing:  Flood maps produced from ~320,000 

merged model outputs 

 



Royal Academy of Engineering 

• Finalists of 2012 RAEng 

MacRobert Award for 

innovation in engineering 

 

 

 



Future needs from industry 

• Need to continue scaling up – bigger and more detailed 

models 

 

• Power efficiency is an issue 

 

• Need for cost effective multi-GPU infrastructure  

 

 

 



Recruitment 


