
Optimising DL_MESO for Intel Xeon 
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– PCI bus. 
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– Double precision 

– Array of Structures (AoS) data storage. 

– No data alignment (prevented by data structure). 

– Low trip count loop (19). 

– Trip count is not a multiple of vector lengths. 

– Both Peel and remainder loops present. 
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SoA + padded + SIMD private

SoA + padded + SIMD

SoA +  padded

SoA +  SIMD private
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Speedup against baseline (unaligned AoS) 

Performance of Loop optimisations 
AVX (un-aligned) AVX (aligned) KnC (Un-aligned) KnC (aligned)









– Compiler has caught us up! 

– Remainder loop auto vectorization seems pretty effective. 

– This is not true on Xeon where manual padding is still required. 

 When combined with simd private clauses and aligned access 

manual padding becomes worthwhile however. 
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– SIMD pragma + reduction. 

– Arithmetic refinement. 

– OpenMP sort. 



    

7





– Hotspot  is loop of matrix 

vector multiplications 

– The matrices are small 

60x60  



– Trialed different methods 

for the matrix-vector 

multiplies. 

– MKL Sequential BLAS was 

best. 

– Data alignment. 

– Streaming stores. 

MPI Ranks 

Hotspot scaling compared to 1 MPI rank on Xeon 

Solver scaling compared to 1 MPI rank on Xeon 

MPI Ranks 

















– Set tiling size to a multiple of vector width. 
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