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CLIMATE & 
ATMOSPHERE 
• Air and water quality 

• Climate change 

• Wildfire tracking 

• Volcanic eruptions 

EMiT'15, Copyright © ParaTools, Inc.     2 



ENERGY 
• Low emissions aircraft 

• Alternate fuels 

• High efficiency ICE 
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MEDICAL RESEARCH 
• Microorganism growth 

• Cell biology 

• Cancer growth & treatment 
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Initialize Initialize 

Transport Transport 

Kinetics Kinetics 

Other (Assimilation, etc.) Other (Assimilation, etc.) 

Finalize Finalize 

60-99% of runtime 
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Eight threads 
Intel Core i7-4820K CPU  

3.70GHz 
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Eight threads 
Intel Core i7-4820K CPU  

3.70GHz 



Transport Transport 

Other (Assimilation, etc.) Other (Assimilation, etc.) 
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CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

CHEMISTRY(…) 

• Reactions in a “grid cell” 
depend on concentrations in 
that cell only 
• Increasing resolution 

greatly increases 
computational cost 

• Embarrassingly parallel 
 

• Low computational intensity, 
e.g. 0.08 operations per byte 
• Not well suited to GPUs 
• Need large, low latency 

cache-per-thread 
 

• Cost limits capability 
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• Computational cost 
limits resolution. 

• Limited resolution 
misrepresents small 
scale processes. 

• Small scale 
variations in 
chemistry and 
emissions cause 
large errors. 
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Developments by regional models 

Ground-level NMVOCs/NOx ratio and ozone diff. 

Emissions 
• Small-scale variability smoothed 
• Resolution-dependent natural emission 
       (6.5% higher in biogenic NMVOCs) 

 

Ozone production regime: 20 
 
 

Negative diff. :  East China 
                                      East America 
                                      Europe                            

 
 

Positive diff. :  Tibet Plateau 
                                    Rocky Mountains 
 

Topography smoothed 

Yingying Yan et al. 



• High resolution regional nested simulations. 

• Differences can be transported outside nested 
domains and accumulate over species lifetime. 
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Yingying Yan et al. 
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Yingying Yan et al. 
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Initialize Initialize 

Transport Transport 

Kinetics Kinetics 

Other (Assimilation, etc.) Other (Assimilation, etc.) 

Finalize Finalize 
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Code 
generation 

Code 
generation 

Analysis Analysis 
Lexical 
parser 
Lexical 
parser 

CUDA CUDA 

Kppa 

Fortran Fortran 

C C 

Python Python 

Code 
optimized 

Domain Specific 
Language Serial Serial 

Multi-core Multi-core 

GPGPU GPGPU 

Intel MIC Intel MIC 

Architecture 



#LANGUAGE    Fortran90 

#TARGET      CUDA_GPU 

#PRECISION   single 

#GRID        3; 5; 4 

#UNROLL      auto 

#MODEL       small_strato 

#DRIVER      performance 

#INTEGRATOR  rosenbrock 

#FUNCTION    aggregate 

#JACOBIAN    sparse_lu_row 

#LANGUAGE    Fortran90 

#TARGET      CUDA_GPU 

#PRECISION   single 

#GRID        3; 5; 4 

#UNROLL      auto 

#MODEL       small_strato 

#DRIVER      performance 

#INTEGRATOR  rosenbrock 

#FUNCTION    aggregate 

#JACOBIAN    sparse_lu_row 
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KPP Language* 
with extensions 

for target 
hardware, 

optimization 
parameters, 

precision, etc. 

* V. Damian, A. Sandu, M. Damian, F. Potra, and G.R. Carmichael: The Kinetic PreProcessor KPP -- A Software Environment for Solving 

Chemical Kinetics, Computers and Chemical Engineering, Vol. 26, No. 11, p. 1567-1579, 2002. 



#DEFVAR 

    O   = O;  // Oxygen atomic ground state 

    O1D = O;  // Oxygen atomic excited state 

    O3  = O + O + O;  // Ozone 

    NO  = N + O;      // Nitric oxide 

    NO2 = N + O + O;  // Nitrogen dioxide 

#DEFFIX 

    M   = O + O + N + N;  // Generic molecule 

    O2  = O + O;          // Molecular oxygen 

#EQUATIONS 

  O2   + hv = 2O        : 2.643E-10f *SUN*SUN*SUN; 

  O    + O2 = O3        : 8.018E-17; 

  O3   + hv = O   + O2  : 6.120E-04f * SUN; 

  O    + O3 = 2O2       : (1.576E-15); 

  O3   + hv = O1D + O2  : (1.070E-03f) * SUN*SUN; 

  O1D  + M  = O   + M   : (7.110E-11); 

  O1D  + O3 = 2O2       : (1.200E-10); 

  NO   + O3 = NO2 + O2  : (6.062E-15); 

  NO2  + O  = NO  + O2  : (1.069E-11); 

  NO2  + hv = NO  + O   : (1.289E-02f) * SUN; 

#DEFVAR 

    O   = O;  // Oxygen atomic ground state 

    O1D = O;  // Oxygen atomic excited state 

    O3  = O + O + O;  // Ozone 

    NO  = N + O;      // Nitric oxide 

    NO2 = N + O + O;  // Nitrogen dioxide 

#DEFFIX 

    M   = O + O + N + N;  // Generic molecule 

    O2  = O + O;          // Molecular oxygen 

#EQUATIONS 

  O2   + hv = 2O        : 2.643E-10f *SUN*SUN*SUN; 

  O    + O2 = O3        : 8.018E-17; 

  O3   + hv = O   + O2  : 6.120E-04f * SUN; 

  O    + O3 = 2O2       : (1.576E-15); 

  O3   + hv = O1D + O2  : (1.070E-03f) * SUN*SUN; 

  O1D  + M  = O   + M   : (7.110E-11); 

  O1D  + O3 = 2O2       : (1.200E-10); 

  NO   + O3 = NO2 + O2  : (6.062E-15); 

  NO2  + O  = NO  + O2  : (1.069E-11); 

  NO2  + hv = NO  + O   : (1.289E-02f) * SUN; 
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sm
all_strato

.d
ef 

Mechanism 
definition is pure 
KPP Language* 
for backwards 
compatibility 

* V. Damian, A. Sandu, M. Damian, F. Potra, and G.R. Carmichael: The Kinetic PreProcessor KPP -- A Software Environment for Solving 

Chemical Kinetics, Computers and Chemical Engineering, Vol. 26, No. 11, p. 1567-1579, 2002. 
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s-i, jyiå k j (t )¾ ®¾¾ s+

i, jyiå

   

w j (t,y) = k j (t) yi
s-
i, j

i=1

n

Õ

n concentrations: R reaction rates: 

The jth reaction (rj):  

   

s-i, j

   

s+i, jStoichiometric coefficients: and 

Reaction velocity: 

Time evolution of y: 

Coupled stiff ODE system Coupled stiff ODE system 

Large sparse matrices Large sparse matrices 



• Outperforms backwards 
differentiation formulas 
(GEAR) 

• Jacobian generally 
inseparable 

– Solver cannot be 
parallelized 

– BLAS operations within 
solver can be parallelized 
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Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

Compute error term E

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)



EMiT'15, Copyright © ParaTools, Inc.     

  

Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

Compute error term E

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)

Initial values of the function and its derivatives Initial values of the function and its derivatives 

Sparse LU decomposition Sparse LU decomposition 

3 to 6 stage vector calculations 3 to 6 stage vector calculations 

New solution and solution error New solution and solution error 

19 
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4 4 

A22 A22 
X[1] = 6 + A[13]*B[3]; 

X[2] = 0 

X[3] = 0.75*B[3]; 

X[1] = 6 + A[13]*B[3]; 

X[2] = 0 

X[3] = 0.75*B[3]; 

A13 A13 

A32 A32 0.75 0.75 

1.5 1.5 

B3 B3 
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x3 + x2 - x-1

x2 + 2x +1
º x -1

X(28) = A(44) - 1 X(28) = A(44) - 1 

Simplify Simplify 

X[27] = ((A[43]*A[43]*A[43]) + (A[43]*A[43]) – (A[43]) – (5+4)) /  

        (A[43]*A[43] + (8-6)*A[43] + 1) 

X[27] = ((A[43]*A[43]*A[43]) + (A[43]*A[43]) – (A[43]) – (5+4)) /  

        (A[43]*A[43] + (8-6)*A[43] + 1) 

Fortran Fortran 
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#DEFVAR    

    O3       = 3O; 

    H2O2     = 2H + 2O;         

    NO       = N + O; 

    NO2      = N + 2O; 

    NO3      = N + 3O; 

    N2O5     = 2N + 5O; 

#DEFFIX  

    AIR = IGNORE; 

    O2  = 2O; 

    H2O = 2H + O; 

    H2  = 2H;    

    CH4 = C + 4H;  

#EQUATIONS 

    NO2 + hv = NO + O3P :   

        6.69e-1*(SUN/60.0e0); 

    O3P + O2 + AIR = O3 :   

        ARR(5.68e-34,0.0e0,-2.80e0,TEMP); 

    O3P + O3 = 2O2 :                    

        ARR(8.00e-12,2060.0e0,0.0e0,TEMP); 

    O3P + NO + AIR = NO2 :              

        ARR(1.00e-31,0.0e0,-1.60e0,TEMP); 

    O3P + NO2 = NO :                    

        ARR(6.50e-12,-120.0e0,0.0e0,TEMP); 

    A[334] = t1; 

    A[337] = -A[272]*t1 + A[337]; 

    A[338] = -A[273]*t1 + A[338]; 

    A[339] = -A[274]*t1 + A[339]; 

    A[340] = -A[275]*t1 + A[340]; 

    t2 = A[335]/A[329]; 

    A[335] = t2; 

    A[337] = -A[330]*t2 + A[337]; 

    A[338] = -A[331]*t2 + A[338]; 

    A[339] = -A[332]*t2 + A[339]; 

    A[340] = -A[333]*t2 + A[340]; 

    t3 = A[341]/A[59]; 

C, C++, CUDA, Fortran, or Python C, C++, CUDA, Fortran, or Python 
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Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

Compute error term E

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)

In general,  
the solver cannot 

be parallelized 

BLAS 
operations 

can be 
parallelized 

Many solver 
instances on 

the whole system 
model grid 

23 
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Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

Compute error term E

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)

  

Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

Compute error term E

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)

Vector element 1 Vector element N 
… 
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Initialize k(t,y) from starting concentrations and meteorology (r, t, q, p)

  

Initialize time variables t ¬ tstart , h¬ 0.1´ (tend - tstart )

  

Fcn0 ¬ Fcn¬ f (t,y)

   

G¬ LU_DECOMP(
1

hg
- Jac0)

  

Jac0 ¬ J(t,y)

  

  

Compute Ynew from Stage1… s

  

If E ³d then discard iteration, reduce h, restart

  

  

Compute error term E = max(E1,E2,… ,Evn )

  

Otherwise, t¬ t + h and proceed to next step

  

Finish : Result in Ynew

  

  

For s¬1,2,… ,n

  

While t £ tend

  

Solve for Stages implicitly using G

  

  

Update Fcn from Stage1… s

  

  

Compute Stage
s
 from Fcn and Stage

1… (s-1)

  

Update k(t,y) with meteorology (r, t, q, p)



Performance 

• Parallelize across multiple 
“grid cells” 

• Simplify the code so fewer 
instructions are required 

• Parallel BLAS operations 

• Use all levels of memory 

• Optimize for emerging 
architectures 

 

 

Productivity 

• High-level domain specific 
language as input 

• Output in the most familiar 
or convenient language 

• Regenerate mechanism code 
to target new hardware 

• Extend and update 
mechanisms easily 
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• Baseline: hand-tuned KPP-generated code 

1. Use KPP to generate a serial code 

2. A skilled programmer parallelizes the code 

 

• Comparison: unmodified Kppa-generated code 

– Same input file format as KPP 

– Minimal source code modifications 
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Speedup: 
• Xeon Phi: 2.42 
• NVIDIA K40: 2.45 
• Xeon with OpenMP: 1.66 

Speedup: 
• Xeon Phi: 2.42 
• NVIDIA K40: 2.45 
• Xeon with OpenMP: 1.66 

Exact sam
e

 h
ard

w
are

 
Exact sam

e
 h

ard
w

are
 

Baseline is hand 
tuned, parallel 

Baseline is hand 
tuned, parallel 
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TAU configured with PAPI and PDT 
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Computational and energy efficiency optimizations of the air quality prediction model COSMO-ART

Joseph Charles1, William Sawyer1, Heike Vogel2, Bernhard Vogel2, Teresa Beck3, Oliver Fuhrer4 and John Linford5

1Swiss Supercomputing Centre (CSCS)/ ETH Zurich, Switzerland; 2Karlsruhe Institute of Technology (KIT), Germany; 3University of Heidelberg, Germany; 4MeteoSwiss, Switzerland; 5ParaTools, USA

ht t p: / / exa2gr een. eu

Introduction

COSMO-ART [1] is a regional atmospheric GCM consisting of theCOSMO forecast model

[2] coupled with the chemical transport model ART (Aerosols and Reactive Trace gases)

[3, 4, 5]. We present several numerical approaches investigated within the FP7-funded

Exa2Green project to optimize the energy footprint and performance of themodel system.

Thiseffort utilizesevolvingCOSMOoptimizationswithin thePASCinitiative. Furthermore,
algorithmic changes demonstrated in the PRACE 2IP WP8 and an accelerated version of

the Kinetics PreProcessor [6] are used to improve the integration of chemical kinetics and

thus lower energy requirements and computational cost of the gas phase chemistry model.

Strategy for optimizing COSMO-ART

Collaboration

COSMO-ART (KPP-2.2.3) - Total TTS & ETS - 24h simulation

COSMO-ART (full sp) - Integrator TTS & ETS - 1h simulation

COSMO-ART (reference, KPP-2.2.3) - Piz Daint - 24h simulation

COSMO-ART (full sp, P.I., KPP-2.2.3) - Piz Dora - 24h simulation

Acknowledgements
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by the European Commission under the 7th Framework Programme Future and Emerging

Technologies (FET) Proactive Initiative: Minimizing Energy Consumption of Computing to

the Limit (MINECC). Wealso gratefully acknowledge thePlatform for Advanced Scientific

Computing (PASC, ht t p: / / www. pasc- ch. or g/ ).

Numerical simulation of the gas phase chemistry

Within air quality models, the numerical simulation of the atmospheric chemical kinetics is

typically oneof themost time-consuming partsandmay account for up to 95%of the total

CPU time. For COSMO-ART, the simulation of the atmospheric chemical kinetics of the

gas-phase chemistry accounts for 70%, as can be seen on the pie chart below.

Chemical reaction kinetics are described by systems of stiff ordinary differential equations
(ODEs), which arecharacterized by thepresenceof awide rangeof time-scales. Thisposes

severe stability restrictions to a time-stepping scheme. Typically, implicit adaptive time-

stepping schemes are used for their numerical solution. Within COSMO-ART, an adaptive

Rosenbrock solver is applied.

Algorithmic changes for the chemistry integration

In order to achievean improvement in energy-to-solution (ETS) and time-to-solution (TTS)

within the Rosenbrock solver, we investigated algorithmic changes, as previously demon-

strated within PRACEW2IP, referred to as Prace Integrator (P.I.). A major improvement

in TTS and ETSwas achieved with a sophisticated step size control algorithm H211b, as

proposed by Söderlind [2]:

+ 1 = ( )1 ( )( − 1)
1 ( )( − 1)

− 1 ( )

Parallelization of the chemistry integration

Within COSMO-ART theODEsrepresenting thegas-phasechemistry aredecoupled during

defined splitting interval. This allows for a trivial parallelization of the chemistry over all

grid entities. In practice, this potential is typically not or not fully exploited. We therefore

investigate an implementation of the trivial parallelization. To this end, we use KPPA,

the accelerated kinetic pre-processor [3] which generates parallelized code for an usage on

multi-coreCPU or GPU.

COSMO-ART (full sp, KPPA-0.2.1 OpenMP) - Piz Dora

Contact

j oseph. char l es@cscs. ch

Scientific Community Engagement

CSCS/ ETH Zurich, www. cscs. ch
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Joseph Charles, et al. 
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Improvement due to Joseph Charles’ changes to 
integrator timestep calculation (H211b) 

Predicted 
improvement 

in Kppa 

Joseph Charles, et al. 



• Automatically-generated code is 1.7 – 2.5x faster than 
hand-optimized parallel code (minutes vs. months) 

• 22-30x faster than code from by competing tools (KPP) 

• GEOS-Chem runtime reduced ~20%  

– Exact same hardware 

– No loss of precision or stability 

• COSMO-ART runtime reduced ~30% 
– Exact same hardware 

– No loss of precision or stability 
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• Aerosols 

• Master Chemical Mechanism (MCM) 

– Large mechanisms 

• PRACE integrator for timestep adjustment 

– About 4x faster in COSMO-ART 

• Apply Kppa code generation to new domains 

– Coupled PDT systems 

– Signal processing 

– Graph analysis (cyber security) 
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Downloads, tutorials, resources 


