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= 200 years ago...

 Ada Lovelace, b. 10 Dec. 1815

"I have my hopes, and very distinct
ones too, of one day getting
cerebral phenomena such that |
can put them into mathematical
equations--in short, a law or laws
for the mutual actions of the
molecules of brain. .... | hope to
bequeath to the generations a
calculus of the nervous system.”
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E 60 years ago...

ALAN TURING (A
—

Vor. uix. No. 236.] [October, 1950

MIND

A QUARTERLY REVIEW
oF

PSYCHOLOGY AND PHILOSOPHY

|

-
RE Y I—COMPUTING MACHINERY AND
/ ALAN TURING", INTELLIGENCE
1912 -1954 X% ; By A. M. TugiNG
Founder of computer science | K
and cryptographer, whose work - 1. The Imitation Game.
was key to breaking the 1 PROPOSE to consider the question, ‘Can machines think 7’
wartime Enigma codes, ; _ This should begin with definitions of the meaning of the terms
lived and dled here, o ‘ machine "and ‘ think *. The definitions might be framed 80 as to

reflect so far as possible the normal use of the words, but this
attitude is dangerous. If the meaning of the words ‘ machine’
and ‘ think ’ are to be found by examining how they are commonly
used it is difficult to escape the conclusion that the meaning
and the answer to the question, ‘ Can machines think ? ’ is to be
sought in a statistical survey such as a Gallup poll. But this is
absurd. Instead of attempting such a definition I shall replace the
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SpiNNaker CPU (2011)

R R R R

!
Tightly-coupled
RAM -r

Core 8

Router

Core 17

-Ethernet
Interface

g
—. SDRAM
Contf‘ol




Spi Naker

|||||||||||

2 63 years of progress

* Baby:
— used 3.5 kW of electrical power

— executed 700 instructions per second
— 5 Joules per instruction

o SpiNNaker ARM968 CPU node:
— uses 40 mW of electrical power

— executes 200,000,000 instructions  (7ames prescott Joule
per second born Salford, 1818)

— 0.000 000 000 2 Joules per instruction
25,000,000,000 times better than Baby!
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" Biclogically

Jevons paradox

1865 “The Coal Question”

* James Watt’s coal-fired
steam engine was much
more efficient than
Thomas Newcomen’s...

1..‘ .
e e
S

e ...and coal consumption
rose as a result
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Brains

* Brains demonstrate

— massive parallelism (10! neuro \\ Vi
— massive connectivity (10> synapses)

— excellent power-efficiency

 much better than today’s microchips
— low-performance components (~ 100 Hz)
— low-speed communication (~ metres/sec)

— adaptivity — tolerant of component failure
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The Human Brain Project Q”‘)

] IIIIII;III ”I!':lil!l ]"['E:I.il'l'l

A €1B EU ICT Flagship
Research areas:

* Neuroscience
* neuroinformatics
 Dbrain simulation

 Medicine
 medical informatics
e early diagnosis
e personalized treatment

* Future computing

* interactive supercomputing
* neuromorphic computing
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w;ﬁjkef 10 BREAKTHROUGH
2 TECHNOLOGIES

Agricultural Drones
Relatively cheap drones with advanced sensors and imaging
%= capabilities are giving farmers new ways to increase yields

Neuromorphic Chips

O SEEZse - Microprocessors configured more

Brain Mapping

[ [ g . [
A new map, a decade in the works, shows structures of the
g o, rovar IKE Drains tnan traaitional cnips
neuroémmﬂ!w
could soon make computers far more
Mlcrnprncessors configured more like brains than traditional
chips could soon make computers far more astute about
what's going on around them. t t b t h t’ [ d
—~ astute about what’s going on aroun
The ability to create primates with intentional mutations could
provide powerful new ways to study complex and genetically
baffling brain disorders. e’ I I

[]
- Microscale 3-D Printing
@ Inks made from different types of materials, precisely applied,

are greatly expanding the kinds of things that can be printed.

MobileCnIlaboratioq ) . - Emakmmum m‘v “ MEHEI"E KE? HE}'ETE

The smartphone era is finally getting the productivity software
it needs.

?r?ulr‘tl;’;:;g after virtual-reality goggles and immersive virtual 'An alternatlve dESIgn fﬂr Tradltlmal G hipﬁ are + Dualmmm

worlds made their debut, the technology finally seems poised . . .
forwidespread use. computer chips that will reaching fundamental + |IBM

Agile Robots ERE_ S B ]
Computer scientists have created machines that have the 'E'I"IhﬂnﬂE -E.l'tlfl'ﬂlﬂ' DE'I"fﬂ'I'rT'IHHGE IImItE- + H FIL Lﬂbﬂrﬂtﬂﬂﬂﬁ
balance and agility to walk and run across rough and uneven

terrain, making them far more useful in navigating human

environments. IﬂtE”igEnGE. + Hurrl'an Braln Fl'rﬂje{:t

N @ @

Smart Wind and Solar Power
tﬁ; Big data and artificial intelligence are producing ultra-

e e i e e e NttP://www.technologyreview.com/featuredstory/526506/neuromorphic-chips/

more renewable energy into the grid.
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spiNNaker WORLD  Top 10 emerging

= ECONOMIC -
>y ForUmM ~ technologies of 2015

9. Neuromorphic technology

The 2015 list is: Computer chips that mimic the human brain

Even today’s best supercomputers

1. Fuel cell vehicles cannot rival the sophistication of the

E 2. Next—generatian%

3. Recyclable thermoset plastics

human brain. Computers are linear,
moving data back and forth between
memory chips and a central processor
over a high-speed backbone. The brain,
on the other hand, is fully interconnected,
with logic and memory intimately cross-
linked at billions of times the density and
diversity of that found in a modern
computer. Neuromorphic chips aim to
process information in a fundamentally
different way from traditional hardware,

4, Precise genetic engineering technigues

5. Additive manufactunng mimicking the brain’s architecture to deliver a huge increase in a computer’s thinking

and responding power.

:E' EI‘T‘IEFQEI"It artificial Ir'ItE"IQEHCE Miniaturization has delivered massive increases in conventional computing power over

7. Distributed manufacturing

o~

8. 'Sense and avoid’ drones

‘ 9. Neuromorphit technology

10. Digital genome

https://agenda.weforum.org/2015/03/top-10-emerging-technologies-of-2015-2/
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Architectures

e 4,096 digital neurosynaptic
cores

e 16 TrueNorth Chips
assembled into a 4x4 mesh

IBM TrueNorth

one million configurable
neurons

256 million programmable
synapses

~70mW

over 400 Mbits of
embedded SRAM

5.4 billion transistors

16 million neurons and 4
billion synapses.
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Stanford Neurogrid

* Neurocore Chip
— 65k neurons

— each with two
compartments and a
set of configurable
silicon ion channels

e Sixteen Neurocores are
assembled on a board

— million-neuron oSN Lo o L R
L R SR SR VT TR A

Neurogrid




"=."  Heidelberg HICANN

* Wafer-scale analogue
neuromorphic system

e 8 180nm wafer:
— 200,000 neurons
— 50M synapses

— 10%x faster than Mo b e
biology

19
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« 63 years of progress
 The Human Brain Project

° Buildincl; brains

« The future




) SpiNNaker project

* A million mobile phone ot
processors in one AN
computer SO A A AL

* Able to model about 1% « =« cx,f 0t '\.
of the human brain... A=~ 22 4

e ..or 10 mice! o2 ela)
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Architectures

JLue Y

Design principles

e (* * Virtualised topology

— physical and logical
J connectivity are decoupled

* Bounded asynchrony
— time models itself

J * Energy frugality

J — Processors are free

— the real cost of computation
IS energy

— _
0 T Sullea Sl
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= SpiNNaker chip
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=, Chip resources
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routing tables
spike packet routing
system comms.

RAM port

synapse states
activity logs
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Instruction memoz

run-time Kernel
application callbacks
Data memo

kernel state
neuron states
stack and heap

PI‘OCQSSOIf_

neuron and synapse
state computations
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Multicast routing

bt 322 bit 32 bite
Header Key Data (optional)
MC Packet in ...
32 (32)  (18+6) )
Key Mask ——* Route
Key Mask " Route
Key | Mask —— Route
1024 ,
Ternary CAM Entries Routing RAM
Parallel Search
(Associative Lookup :
with Don’t Cares) L
MISS — Default Route HIT —* Route
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| I I
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Packet route out ...
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Architectures

Network Description

PACMAN

Binary Image

Problem mapping

SpiNNaker System

SpiNNaker Neural
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Architectures

24 boards
per rack.

18 cores 48 chips
per board.

per chip.

1,000 neurons

per core.

EHHH R

!!!ﬂﬁ!liII!Hﬁ!h’FlIiIHﬁmEIIIiﬂﬂﬂ!lllI'H!ﬁfr'??‘:lﬂ!'Hﬂ i

5 S

(IR

g\ _/
{ Qe

OV TN LI TIOA |

:a\\.'“ ) N

<
RETHR
| OO
ly// AL
77
)

X

AWV,

1 YOO YOAXT] XAXTT XX
1/ i !
k77 |

\ _/ JEREN £\ /
N0/ Qv /A Sv/d Qe

SO TSR TR K
A

OO YO YOOKTT XOAXT
1y /)

§77 A

=

\—

ey
(1 OO0V XX X0 XXX
1 1

27

5 racks per cabinet, 10 cabinets.



864 cores
— drosophila scale

72 cores
— pond snail scale

20,000 cores
— frog scale

100,000 cores
— mouse scale
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Sudoku on SpiNNaker

\o N |\ ~ | = OO | UN

SpiNNaker model developed by Evie Andrew, based on:
S. Habenschuss, Z. Jonke, and W. Maass, “"Stochastic computations in cortical
microcircuit models”, PLOS Computational Biology, 9(11):e1003311, 2013.
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« 63 years of progress
 The Human Brain Project
» Building brains
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rd Series on Cognitive Models and Architecures

How to Build a

BIRAIN

A Neural Architecture
for Biological Cognition

thas Eliasmd Cluster machine: SpiNNaker:
oo P
2.5 hours/sec e 25,000 ARMs
Chris Eliasmith et al, Science vol. 338, 30 Nov 2012 * 30x 48'n0de PCBs
SpiNNaker port by Andrew Mundy e real-time - soon!
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External SpiNNaker user example: Knowledge Engineering & Discovery Research
Institute, Auckland University of Technology, New Zealand

NeuCube: Spiking Neural Network Development System for
Spatio/Spectro Temporal Data

BASIC STANDARD CONFIGURATION
CONFIGURATION
Module

Module M1: PyNN
Generic Simulator for
Prototyping Naglel[Kelgle]

Module M2:

M3:

pmm— < Neuromorph
ic Hardware

Module M4:
3D
Visualisation

and Testing Large Scale
Applications

and Mining

for Real Time

Module M5
1/0 and Information Exchang

Module Mé: Module M8:
(optional) Module M7: (optional)
Neuro- (optional) Multimodal
genetic Personalised Brain Data
Prototyping Modelling Modelling
and Testing

FULL CONFIGURATION

(some modules are available from: -> NeuCube_)

nkasabov@aut.ac.nz www.kedri.aut.ac.nz


mailto:nkasabov@aut.ac.nz
http://www.kedri.aut.ac.nz/

PHILIPS

1/0 and informatian Exchange




Understanding and predicting addicts’ response to treatment

E. Capecci, N. Kasabov, G.Wang, Analysis of connectivity in a NeuCube spiking neural network trained on EEG data for the
understanding and prediction of functional changes in the brain: A case study on opiate dependence treatment, Neural Networks,
(2015),

Tracing and interpreting
dynamic brain activities
in the GO/NOGO task
performed by three
subject groups:

st ¥ 83,

- healthy subjects CO);

- addicts on Methadone
treatment (MMT);

20

. x
MMT subjects (NOGO task)

- addicts on opiates
(OP), i.e. no treatment

3 % 8 5 8 B
Iy googe

g_&?ﬁan

OP subjects (NOGO task) OP subjects (GO task)

nkasabov@aut.ac.nz



http://dx.doi.org/10.1016/j.neunet.2015.03.009
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=+  Conclusions

SpiNNaker:

« has been 15 years in conception...

« ...and 8 years in construction,

« and is now ready for action!

~40 boards with groups around the world
20,000 and 100,000 core machines built

* 1M core machine to follow soon
« large models: Spaun, ?7??
HBP is supporting s/w development
» leading to open access
What can we do with a billion neurons for...
« Big Data?
« Machine Learning?

Energy scales

10°J
1 Joule

104
0.1 milliJoule

1074
10 nanoJoule

10 J
0.1 nanoJoule

10%dJ
10 femtoJoule
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